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Work Motivation
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The amount of text 
generated every day is mind-
blowing. Millions of data 
feeds are published and the 
ability to automatically 
organize and handle them is 
becoming indispensable.

Large



Work Motivation

Large data leads to many diverse event types 
across different domains/topics (Ex: political 
events, fashion events ...)

Lack of techniques to handle event detection 
across domains.
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Across 
Domain



Event Detection Applications

• Event Detection is one of the most important tasks in NLP 
domain.
• Public affair management for government.

• Help companies quickly discover market responses to their 
product.

• Constructing or expanding the knowledge base.
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Event Detection

Aims to find the event triggers --- the main word that most clearly 
expresses an event occurrence.

• Trigger Identification

• Trigger Classification
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Event Detection
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Challenges of Event Detection on More 
General Domains
• Lack of training data that covers variety of domains and event types.

• Training data is unbalanced on different event types. (variety of 
domains lead to variety of event types)

• Lack of methods to efficiently use domain/topic knowledge.
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Motivation

• Semantically similar topics share similar event type distribution

• Semantically different topics have heterogeneous distributions of event 
types.
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Different

Similar



Motivation Explanation

• Each topic has 168 dimensional vectors to represent event type 
distributions.

• Using Kolmogorov-Smirnov test on two topics event type distribution 
(P > 0.05 means the null hypothesis that two topics follow the same 
event type can't be rejected)
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Heuristic Explanation

Horse race: International ice hockey competition (0.43), Individual golf tournament (0.29)
Terrorist attack: Military conflict (0.61), Civil conflict (0.52)

12



Our Contributions

• We perform detailed analysis explaining why topic helps on event 
detection task.

• We introduce topic name enhanced sentence representation for 
event detection & explore different ways to embed the topic name 
information.

• We train topic classification and event detection jointly.

• Topic-aware model achieves +1.8% F1 improvement on all event 
types and +13.34% F1 improvement on few-shot event types scenario 
compared to BERT baseline.
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Model Architecture

Topic Classif
ication

Event Detection
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Sentence and Topic Encoding

Sentence Encoding:

Topic Encoding: [CLS] token / average topic tokens embedding

15



Topic-Aware Sentence Representation

• Topic-Aware Sentence Representation
(1) concatenation:

(2) attention:
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Sequence Tagging Schema

BIOE tagging schema: Beginning, Inside, Outside, End.
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Event Detection CRF Decoder

The score for an input sequence X belongs to a specific topic to be 
assigned with a tag sequence Y can be calculated as:

Where m is the # of tags and T is the sequence length.
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Event Detection Training

Log likelihood:

Loss:
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Topic Classification Training

C is the number of the topics in the training dataset
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Multi-Task Training

Where gamma is a non-negative tunable hyper-parameter
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Performance (General)

Better performance 
among all kinds of 
dataset
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Event Type Groups
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Performance (By Groups) Significant 
improvement "low 
resource" event 
types
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Ablation Study 1: Topic Name Encoding

No big performance diff among different 
ways to generate topic name embedding
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Ablation Study 2: Topic Name Variations

1) Topic vocabulary (ranked by tf-idf
feature) added

2) General event name removed 
---> make topic embedding more 
discriminative

• recurring event --> recurring
• historical event --> historical
• wrestling event --> wrestling
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Ablation Study 2: Topic Name Variations

Topic vocabulary
added

General event 
word removed

28



Ablation Study 3: Multi-Task Learning

Multi-task 
learning is helpful
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Case Study

Topic-Aware can help on both Trigger identification and Trigger 
Classification.

• The trigger words identified is wrong

• Though the trigger words are correct, but the event type is wrong
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Case Study

Flight 821 is the deadliest accident involving a Boeing 737-
500, surpassing the 1993 crash of Asiana Airlines Flight 733, and was 
the second-deadliest aviation incident in 2008, behind Spanair Flight 
5022.

Topic: aircraft accident

Top topic event types: catastrophe, causation, motions.

Non-topic-aware predictions: None

Topic-aware predictions: accident (catastrophe), incident (catastrophe)
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Case Study

This was the first southern stadium rock show since ZZ TOP played to 
80,000 people at UT Austin on September 1, 1974 and tore up the field.

Topic: music festival

Top topic event types: social event, process start, arranging, 
competition.

Non-topic-aware predictions: played (B-participation)

Topic-aware predictions: played (B-competition)
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Case Study 

• How topics work as a bridge to connect "low resource" and "high 
resource" event types?

Event type (Rare): 
besieging

Event type (High): 
hostile encounter, 

attack

Topic: Military Conflict
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Thank you!
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